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develop improved and efficient methodologies. Accordingly, estimation of water quality along fluvial ecosystems is a
frequent task in environment studies. In this work, a particular case of this problem is examined, namely, the esti-
mation of water quality along a main stem of a large basin (where most anthropic activity takes place), from obser-

Editor: D. Barcelo vational data measured along this river channel. We adapted topological kriging to this case, where each watershed
contains all the watersheds of the upstream observed data (“nested support effect”). Data analysis was additionally

Keywords: extended by taking into account the upstream distance to the closest contamination hotspot as an external drift. We

Geostatistics propose choosing the best estimation method by cross-validation. The methodological approach in spatial variability

River pollution modeling may be used for optimizing the water quality monitoring of a given watercourse. The methodology pre-

Water quality sented is applied to 28 water quality variables measured along the Santiago River in Western Mexico.

Interpolation © 2017 Elsevier B.V. All rights reserved.

Spatial analysis

Mexico

1. Introduction

Although fresh water resources affect every human activity, aquatic

ecosystems are among the most endangered on Earth (Nel et al., 2009).

_ Deterioration of rivers and streams due to human activities is a critical

* Corresponding author. issue (Namour et al., 2015), yet water quality monitoring procedures
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http://dx.doi.org/10.1016/j.scitotenv.2017.06.145
0048-9697/© 2017 Elsevier B.V. All rights reserved.



L.D. Rizo-Decelis et al. / Science of the Total Environment 605-606 (2017) 276-290 277

For most large river basins, insufficient data are collected in situ (e.g.
hydrochemical, microbiological, and other physico-chemical informa-
tion) to report back about surface water quality and its contamination.
Publicly available information about river water contamination is
often limited to the legislated pollutants only, while few important var-
iables might be measured and/or the number of sampling stations is
considerably restricted (Ani etal.,2011). Thus, estimation of water qual-
ity along a river network is challenging — particularly due to the scarcity
of sampling locations — while also problematic for water resources
management. More relevant information could aid in making better de-
cisions about stream water assessment and management, helping to
identify contamination sources, and providing insight for the location
and redesign of sampling campaigns (Yang and Jin, 2010). It is essential
to develop improved and efficient methodologies to treat and evaluate
the available data (Isaak et al., 2014; Alvarez-Cabria et al,, 2016).

In recent times, Geostatistics has become consolidated as a useful
approach for predicting the spatial and temporal variability of different
water quality parameters (Goovaerts, 1997; Garreta et al., 2010; Morio
et al,, 2010), and for improving monitoring techniques (Meyer et al.,
2015). It is crucial to characterize regional water quality patterns, and
optimize monitoring networks, to fully exploit the available monitoring
data results, and to infer water quality conditions at unmonitored loca-
tions. In the unlikely case of pristine zones (i.e. sectors with no anthro-
pogenic alteration related to water pollution) in a river basin,
Topological Kriging (TK) also known as Top-kriging, first proposed by
Skeien et al. (2006), has proven to be an optimal methodology for esti-
mating streamflow-related variables along streams (Laaha et al., 2012,
2013, 2014). Mean annual discharge and concentration of pollutants
are some key variables. Most often, pristine conditions have been large-
ly lost, as human activities contaminate the river networks. The
streamflow-related behavior of concentration is therefore not fully
met in TK, and must be modified accordingly.

Spatial statistics on stream networks represent an active research
area in environmental statistics (Ver Hoef et al., 2006; Isaak et al.,
2014). Its purpose is to improve predictions and make estimations
closer to real data measured in situ. Classical geostatistical solutions
for interpolation by kriging (Goovaerts, 1999), and for network optimi-
zation (Pardo-Igtizquiza, 1998), are based on Euclidean distance be-
tween the observed data and the unmonitored locations. Spatial
statistics on stream networks may consider one or several of the seven
following aspects of stream topology:

i. Using stream distances instead of Euclidean distances (Ver Hoef
et al., 2006)

ii. Consider every observation location not as a measurement with
point support, but as areal support, which is equal to the water-
shed draining to that point (Skeien et al., 2014)

iii. Watersheds having a hierarchical and nested structure (Isaak
etal, 2014)

iv. New models of covariance valid for stream networks (Laaha
et al.,, 2012; Miiller and Thompson, 2015)

v. New connectivity definitions (Skeien et al., 2006)

vi. Directionality in the definition of connectivity or distances
(Brammer, 2014)
vii. Consider the pollution hotspots (Tsuzuki, 2015).

—.

When water quality estimation adopts the concept of nested sup-
port — i.e. a basin that contains a smaller basin of the same type inside,
which has, in turn, another basin inside of it, and so on — in watershed
support areas, it may allow for more accurate prediction of pollutant
concentration in rivers. On one hand, this model considers both the
draining surface and its influence on dilution processes, which are deep-
ly involved in the natural attenuation capacity of rivers (Chang, 2008;
Tsuzuki, 2015). On the other hand, the location of water pollution-
hotspots (i.e. where wastewater discharges from specific sources
occur, and may expose the river to elevated and localized pollutants

concentration) are also taken into account. Possibly, the most obvious
stream variable is runoff (Miiller and Thompson, 2015), however,
since there is a correlation between flow-rate and the dilution capacity
of streams, there are many other variables related to water-flow, such as
the measurement of water physicochemical variables, concentration of
chemical elements, and microbiological indicators.

We hypothesize that Top-kriging (TK), Top-kriging with external
drift (TKED), ordinary kriging (OK), regression kriging (RK), or any
combination of these, with respect to distances to the pollution
hotspots, will cover a wide range of underlying conditions to assess
the estimations precision. The accuracy of the method results will de-
pend on the prediction variability of each water quality variables ob-
served (in the case study, 28 are determined). It can be identified by
cross-validation, which is the standard procedure in Geostatistics
(Stone, 1974; Bradley, 1983; Chiles and Delfiner, 2012).

The main purpose of this paper is to offer a more accurate methodo-
logical approach than the most employed procedures to estimate the
water quality, along the main channel of the Santiago River in Mexico,
using: (1) the available physicochemical data, (2) the recognized pollu-
tion hotspot locations, and (3) the watershed delineation from digital
terrain models. Another goal is to display specific results, whose analysis
can help optimize the current monitoring procedure of the river water
quality.

2. Methodology
2.1. Study area

The study area is located in the Central-Western region of Mexico. It
covers the first 281.5 km stretch of the Santiago River, from the river-
source to its confluence with the Bolafios River on the boundary of
Jalisco and Nayarit states, which represents a catchment area of
52,615.5 km? (Fig. 1).

The climate in the study area is mainly warm subtropical, with a
mean temperature from 18 to 22 °C, characterized by heavy rains in
summer (June-September) and relatively warm winters (December —
March). Precipitation increases in downstream direction, from 500 to
800 mm/y in headwaters to 800-1400 mm/y in the lower part of the
basin, close to La Yesca dam (Fig. 1; SMN, 2015).

Santiago River is about 562 km long. Since 1970, it stems from the NE
part of Lake Chapala (with a surface area of ~1100 km?) by artificial
pumping due to lower water-levels of the lake in the eastern side
(Herdendorf, 1982; De Anda et al., 1998, 2000). It drains ~250 m?/s
into the Pacific Ocean, from an altitude of 3140 m to sea level. The
wide variety of geological features gives rise to prominent changes in
topography of the canyons in the watershed, soil types, and landscape
diversity (Moore et al., 1994). The prevailing lithological materials are
Cenozoic volcanic rocks (Tertiary), and a small percentage of alluvial
material from the Quaternary (Ferrari et al., 1999).

The main land use in the study area is grassland and scrub (40%), for-
ests (30%), rainfed agriculture and livestock (28%), and urban-industrial
(2%), according to available mapping charts (INEGI, 2015). The region
faces a water crisis coupled with excessive population growth (over
ten times in the last six decades). Urbanization and the installation of in-
dustrial facilities in the absence of planning strategies and proper
wastewater treatment have resulted in deterioration of the Santiago
River water quality (IMDEC, 2007). Mexican water management has
been focused on the construction of major infrastructure for distribution
and sanitation (CONAGUA, 2015), with a lack of implementation of ad-
equate pollution-control strategies (Rojas-Ortuste, 2014). Consequent-
ly, most of the surface waters in the basin of the Santiago River are
contaminated.

Lake Chapala represents the primary source of drinking water for
Guadalajara city (Fig. 1), home to over 4.5 million people. Yet paradox-
ically, the lake receives a high amount of wastewater discharge from the
densely populated area of Toluca Valley, west of Mexico City, through
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Fig. 1. Study area location and spatial distribution of the monitoring sites along Santiago River (above), and pollution hotspots along its topographic profile (below).

the Lerma River (among other agricultural, urban, and industrial waste-
water discharges). Water management and pollution issues involving
the Lerma and Santiago rivers, as well as Lake Chapala, have been stud-
ied previously and similar conclusions have been reached, concerning
water quality and scarcity problems (Von Bertrab, 2003; Fall et al.,
2007; Sedefio-Diaz and Lépez-Lopez, 2007; Cifuentes et al.,, 2011).

The foremost urban wastewater discharges to the Santiago River
come from Guadalajara city, located in headwaters (Fig. 1). Two water
pollution hotspots have been identified: northeast of the metropolitan
area, near the so-called sector “Agua Prieta”, and south of the urban
zone, via “El Ahogado” stream (Rizo-Decelis and Andreo, 2016). More-
over, given the deteriorated water quality of the lake, a third pollution
hotspot is considered. It is located near the first sampling site, northeast
of Chapala Lake, by the source of the Santiago River, downstream from
Ocotlan city.

2.2. Water quality data availability

The Water Commission of Jalisco State (CEA, 2016) provided the
water quality datasets. The CEA conducts monthly monitoring of the
water quality along the Santiago River, at ten sampling stations on the
upper 262.5 km stretch, from north of Chapala Lake to La Yesca hydro-
power reservoir (1 to 10 in Fig. 1). The available datasets contained
the analytical results of sampling campaigns carried out in the dry sea-
son (early October-late May), during four years (2009 to 2013). The
value considered is the mean of those 32 measurements (8 months of
the dry season, over 4 years), however, sometimes it may be some
month that was not collected or an outlier attributed to inadequate col-
lection. The latter was detected in a first screening of the data, then the
used value is the mean of the considered measurements. For all the var-
iables considered, the number of outliers that was omitted is <3%.
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Moreover, during data processing, the values reported as blanks or not-
detected (<6%) were replaced by half the value of the detection limit,
depending on the equipment and chemical method, according to
Croghan and Egeghy (2003).

There is a clear distinction between dry and wet seasons. According
to Rizo-Decelis and Andreo (2016), the most representative
hydrochemical data are those sampled during the dry season, when
most of the variables concentration increase (Except for O,) and the
“statistical noise” (i.e. unexplained variations in samples) effect caused
by the rainfall decreases.

A total of 28 variables were analyzed: water temperature (T), pH,
dissolved oxygen (O,), total coliform bacteria (TC), fecal coliform bacte-
ria (FC), electric conductivity (EC), total dissolved solids (TDS), phos-
phorus (P), fluoride (F™), methylene blue active substance (MBAS, i.e.
surfactants), fats and oils (F&O), turbidity, total suspended soils (TSS),
sedimentable solids (SS), alkalinity, hardness, nitrates (NO3"), ammoni-
ac nitrogen (NHZ), nitrites (NO3 ), total Kjeldahl nitrogen (NTK), iron
(Fe), sodium (Na™), zinc (Zn), chloride (Cl7), sulfate (SOz 2), sulphide
(S7), biochemical oxygen demand (BODs), and chemical oxygen de-
mand (COD).

The CEA laboratory techniques for analysis and sampling procedures
are recognized by the International Laboratory Accreditation Coopera-
tion (ILAC) and the International Accreditation Forum (IAF), through
the Mexican Accreditation Entity (EMA). Additional details involving
sampling collection, quality control procedures, and standards followed
during campaigns, as well as laboratory analysis, are available on the
website of the National Agency of Environment and Natural Resources
of Mexico (SEMARNAT, 2010).

2.3. Definition of watershed support areas

The study area was subdivided into ten sub-basins, in view of the
hydrographic-catchment extent of each sampling location. The support
areas involving the upstream surface-water sampling sites were charac-
terized by a single value for the variable (e.g. concentration), which was
assumed to be representative along its sub-basin, since the sampling
points represent the combination of the upstream values in the main
watercourse and its tributaries.

The raster maps of the watersheds (or support areas) were
discretized in a 5000 x 5000 m grid, in which every single sampling sta-
tion was the ending discharge point for each sub-basin, based on the hy-
drological model obtained previously from a DEM (10 x 10 m),
calculated from contour lines (INEGI, 2012), using ArcHydro 2.0 for
ArcGIS 10.0 (ESRI, 1999-2010, 2013). Next, the support area was
assigned with the observed value for that discharge point, according
to the five-year monthly monitoring.

24. Geostatistical estimation methods

2.4.1. Ordinary kriging (OK)

According to Chiles and Delfiner (2012), kriging is the
geostatistical estimator that has proven to be optimal for the
spatial interpolation of environmental variables (Goovaerts, 1999;
Webster and Oliver, 2007), including water quality. When the spa-
tial locations of the observed data are scattered in space without
physical constraints, on a plane (quality variables of groundwater
measured from samples taken at monitoring wells) or in three-
dimensional space (quality of atmospheric air measured anywhere
on the Earth's surface), ordinary kriging (OK) is the standard opti-
mal interpolator.

An important problem in environmental sciences is that given a set
of n observed data {z(uy),z(uy), ...,z(u,)} of a given variable, there is
an interest in estimating the value of the variable z(.) at a non-
sampled location g, namely the unknown value z(uy).

The OK estimate is given as a weighted average of the observation
data:

n

Zox (uo) = 2 NiZ(u;) (1)

i=1

where the optimal weights {\(u;),i=1, ...,n} are obtained by solving
the so-called OK system of equations (Olea, 1999):

n
i; Aiyz (i, uj) + o = ¥z (o, ;)
j=1,..n 2)

n

>A=1

i=1

where Ly is a Lagrange multiplier and yz(uo,u;) is the value of a
semivariogram model of the raw variable and the Euclidean distance
(uo,u;), which is between the j-th observation location and the location
where the variable is going to be estimated.

OK also provides a measure of the uncertainty of the estimated value
as given by the estimation variance:

ok (Ug) = ; AiYz(Uo, U;) + Ho 3)

OK can be improved in several ways. One way is by adding a second-
ary variable {D(u;)}, which is linearly related with the expected value of
the variable of interest:

E{Z(u;)} = a+ bD(w;) (4)

24.2. Ordinary kriging with external drift (OKED)
The new estimator, proposed by Wackernagel (2003), is known as
ordinary kriging with external drift (OKED):

n

Zokep(Uo) = 2 NiZ(u;) (5)

i=1

where the optimal weights {A(u;),i=1, ...,n} are obtained by solving
the so-called OKED system of equations (Hudson and Wackernagel,
1994; Wackernagel, 2003):

gn]:)\i'YR(uh uj) +Ho + 4D () = yr(uo, )

j=1,...,n

pRPYR ©
=

2~ NiD(u;) = D(up)

I
—_

Here, ygr(u; ;) is the value of a semivariogram model of the residual
variable and the Euclidean distance between u; and u;; besides, 1o and 1
are Lagrange multipliers. The residual variable is the difference between
the original variable and the linear trend expressed in Eq. (4). Addition-
ally, the estimation variance is given by:

n
Okep(tio) = 1:21 AiYr (Ui, Uj) + Ho + py D(uo) (7)

2.4.3. Regression kriging (RK)
If only the secondary information is used, one might surmise that the
spatial interpolation could be obtained through the regression estimate:

Z(Ao) = G + bD(ug) (8)
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with estimation variance:
-1
0%(Ao) = 02, (1 +XP (xTx) x0> (9)

where OZs is the variance of the regression residuals, X is the nx2
matrix of basis functions {(1,D~(u;);i = 1,...n)} of the experimental
data and Xy is the 1 x 2 vector of the basis at the location to be estimated
{1,D~(up)}. The superscript T represents the transpose of the matrix or
vector. The residuals are given by:

Ri(ui) = Z(A;)—a—bD(u;) (10)
However, a more interesting estimator, known as regression kriging

(RK), can be obtained if the regression residual at the unknown location
is estimated by means of ordinary kriging (Hengl et al.,, 2007):

Rax(uo) = - NRy(u) )

In addition, the estimate is added to the regression estimate to de-
rive the RK estimate:

Zri(Ao) = Zr(Ao) + Roi (Ao) (12)

The estimation variance by RK (0%) is given by the addition of the
variances of regression (0ges) of ordinary kriging residuals (03), since
they are independent:

Ok (Ao) = Ofes(Ao) + Ok (Ao) (13)

sjun og

That is:

—1 n
Oflo) = 0 (14 X5 (X'X) X0 ) + - st ) 41y (19
i=

2.4.4. Topological kriging

Interpolation of environmental variables represents another signifi-
cant problem to be faced by means of geostatistical-based advanced solu-
tions, as in the example of water quality variables when measured from
streams or samples collected along a large river. In such cases, there is a
restriction of physical locations where the value can be obtained in the
field. Several possibilities could be considered in this case. For instance,
one may take stream distances between observational measurements
rather than Euclidean distances, as in Ver Hoef et al. (2006). Alternatively,
the stream can be considered as having a support equal to its watershed
(Fig. 2), as in Skaien et al. (2006), who put forth one of the first applica-
tions of kriging on stream networks. They defined TK as a block-kriging
(Chiles and Delfiner, 2012), where the support of each observation loca-
tion is its watershed. Downstream watersheds would contain the up-
stream watersheds, somewhat resembling the concept of a nesting
support model (Fig. 3), which has been used with territorial units for
water management statistics (Johnson, 2012) and other scientific studies
(Mengistu et al., 2013). Therefore, the set of n observation data {A(u4),-
A(uy), ..., A(uy)} of a given spatial environmental variable with watershed
support is available, and the focus is on a value estimation of the variable
of interest at a non-sampled watershed A(p). Among the locations, num-
ber 1 represents a point while the remaining numbers (from 2 to 10) rep-
resent a watershed, as shown in Fig. 3.

TK weights

Variogram range
[distance units]

O

g 3 8

[arbitrary variance units]
(5
<

TK estimation variance

400 4 8 12 16 20
Variogram range
[distance units]

Fig. 2. Synthetic example of Topological kriging (based on Skeien et al., 2006). A: Layout of the problem where a watershed uq (in purple) is estimated using two observation data:
watershed u; (in gray) that contains the basin to be estimated and watershed u,, which does not overlap with ug or u;. B: Weights assigned, by topological kriging, to each of the
experimental data as a function of the range of the semivariogram of the underlying point process. The watershed that encloses the one to be estimated always gets more weight than
the other observation datum. C: Topological kriging estimation variance as a function of the semivariogram range.
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B C

syun gg

Fig. 3. A: Nested support model for the Santiago River study area. Only the first measurement (“1”, next to Chapala Lake) has a point support. The rest of the observation data possess areal
support (watershed), where each basin encloses the previous ones. B: Synthetic example that mimics A. C: Three experimental locations (watersheds) chosen to be estimated: 1 (the
uppermost one, with a point support), 7 (a middle basin enclosing basins, 6, 5, 4, 3, 2, and point 1), and 10 (the lowest watershed, containing all other watersheds as well as point 1).

The estimated value by TK is given as a weighted average of the ex-
perimental data (Skeien et al., 2006):

Zix(Ao) = - NZ(A) (15)

where the optimal weights {\(A;),i=1, ...,n} are obtained by solving
the so-called TK system of equations (Skeien et al., 2006):

Ay (AiAj) + Ho = Y (Ao, Aj)

Here, yrx(A;A;) is the value of a semivariogram model of the variable
with watershed support for the watersheds A; and A;.
The variance of estimation by TK can be written as:

n
Ot (Ao) = 21 Aiyr (Ao, Ai) + o (17)
i=

2.4.5. Topological kriging with external drift (TKED)
TK can also be improved by considering a secondary variable { D~ (u;
)}, which is linearly related to the variable of interest:

E{Z(A))} = a + bD(u;) (18)

where a and b are the intercept with the origin and slope of the re-
gression line, which is estimated from the experimental data
pairs {(Z(A;), D~(u;)),i = 1,...,n}. In addition, the new notation D~(u;
)isintroduced for the secondary variable, which will be stream distance
(in particular, measured to the upstream contamination hotspot).

The value estimated by TK with external drift (TKED) can be written
as:

Zig o) = Z] NZ(A) (19)

The optimal values for the weights are obtained by solving the sys-
tem of TKED (Laaha et al.,, 2013), as:

n ~

; AiYR(Ai Aj) + Mo + 1 D(1)) = Yr (Ao, Aj)

=

j=1,..n

n

Y A=1 (20)

In addition, the TKED variance is given by:

n ~
Olep = Xi‘ AiYr(Ao, Ai) + Ho + Py D(tho) (21)
1=

24.6. Regression topological kriging (RTK)

Furthermore, it could be assumed that the residual is a function of
the watershed, in order to arrive at a regression by topological kriging
(RTK), defined as:

Zgr (Ao) = Z(Ao) + Ry (Ao) (22)

When the residual is estimated by TK rather than by OK, the estima-
tion variance of RTK will be 0&7«(Ao).In the case of TK, the estimation of
the semivariogram of the data with watershed support is a challenging
aspect. This can be done by using the inverse procedure and Eq. (23). A
semivariogram model is injected in Eq. (23) (right-hand side) for each
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pair (A;A;) and a theoretical value yrx(A;A;) is obtained (left-hand
side). These values can be compared with the observed yix(A;A;)
using Eq. (26), once the point model that minimizes the objective func-
tion (OF) has been chosen.

1
Vi (A Aj) :EVar( (A)—Z(A)))
1
ZITA]/ ¥y (Ui, uj) dudu;
A A (23)
1 1
3| /yp U, Uj du,duJ+A2 / /w/p uj, uj)dudu;
A A Ty

Here, yrk(AiA;) is the semivariogram between two experimental
stream locations with catchment areas A; and Aj respectively, and y,(u;,-
u;) is the point-semivariogram between the point locations u; and y; (i.e.
from points u;,u; to discretized catchment areas A;, A, as in Fig. 3).

When experimental supports to be estimated have the same size
(watershed support) but different from the experimental support
(point support), the process obtaining the semivariogram with water-
shed support (or block support) is as well-known case of regularization
(Journel and Huijbregts, 1978; Skaien et al., 2006). However, in this
case, the regularization must be done numerically by the different sup-
port sizes in the experimental information and the supports to be
estimated.

TK considers Euclidean distances to account for the effect of underly-
ing continuous layers (e.g. soil, lithology, topography, or vegetation)
whose connectivity is not stream-related, but may still influence the es-
timated values of stream-related variables (Skaien et al.,, 2006).

The semivariogram is calculated from its definition:

1
Y (AiAj) = Yii = Var(Z (A)—Z(Aj))
1 1
=5 (Z(A)—Z(A)))* — 5B (Z(A)—Z(A))) (24)
1
—SE(Z@A)-Z(A))°
o Fitted model
to point support
g semivariogram
E‘ 10000
o
@
2
E 100
@
»n

100

[ ! I L I : I J I J |
100000 200000 300000 400000 500000

Distance [m]

Semivariogram

L.D. Rizo-Decelis et al. / Science of the Total Environment 605-606 (2017) 276-290

Since there is a small number of experimental data, the
semivariogram cloud will be used; it is half the squared difference be-
tween each pair of observed data:

Yic (A Aj) =¥ = 5 (Z(A)—Z(A;))° (25)

The semivariogram cloud has n(n—1)/2 observed data of
semivariogram values. Yet in TK, where each datum has a block support
equal to its watershed, fitting cannot be done directly but rather by
using inverse modeling and Eq. (23): i.e. y,(u;u;), which gives a theo-
retical value of ;;, to be compared with the observed value vj;, for all
of the data pairs, using the objective function (OF) and Eq. (16), as fol-

(26)

The model that minimizes the OF is chosen as the best model. In this
case, the theoretical model (7y;) is the estimated point semivariogram
model.

The Fig. 4 shows the semivariogram cloud for electric conductivity,
which exemplifies the latter: if the data are considered with a point sup-
port (i.e., ignoring that they have a watershed as is done in TK), a model
can be fitted by least squares as seen in the figure. On the right appear
the experimental areal semivariogram points (solid blue dots). A point
semivariogram model (left) induces (by Eq. (23)) an areal
semivariogram (open red triangles) that can be compared with the ex-
perimental one (right). The fitted model is the one that minimizes those
distances. The distance (x-axis) represents the range for the areal semi-
variogram

For convenience, we used FORTRAN to obtain the results, but the
equations provided in this paper can be implemented with any general
programming language. Interpolation methods may be applied using a
common computer package for Geostatistics, such as SGeMS (2009).
Practitioners could even modify the programs provided by geostatistical
libraries such as GSLIB (Deustch and Journel, 1992) to derive their own
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Fig. 4. Example of model fitted to the semivariogram cloud as an inverse model, applied to electric conductivity (EC) measured along the Santiago River waters. The task is to find a point
support semivariogram model (red model on the left) that generates watershed support semivariogram values (red triangles in the right) that provides the best fit to the experimental

watershed support semivariogram cloud values (blue circles in the right).
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programs. Another possibility is to use an R package like “Package rtop”
(Skeien et al., 2014; Skaien, 2015), which performs topological kriging.

Fig. 5 summarizes the screening criteria for the main interpolation
characteristics of the prediction methods described above, according
to the support variable criteria corresponding to each estimation
model. It also condenses the systematic procedure behind the current
methodological approach, in order to clarify the steps followed. An ad-
ditional summary in simplified form (as table) is also included as Ap-
pendix A.

2.5. Cross-validation
The cross-validation technique, also known as the Leave-One-Out

method, was used (Stone, 1974; Bradley, 1983) to compare the predic-
tion results for each of the proposed estimators (OK, OKED, RK, TK,

TKED, and RTK). This procedure omits one observed datum and predicts
the concentration considering the rest of the observed data. The similar-
ity between predictions and observed values indicates each model's
performance. It was repeated for each observation point.

To soundly assess the accuracy of the predicted results from cross-
validation, a number of statistics can be calculated for each of the eval-
uated methods (Webster and Oliver, 2007), such as Mean Error (ME) or
Mean Square Normalized Error (MSNE).

ME(OK) = % g Zoe(u)—Z () (27)

2

1 i (Zok (i) —Z(uy))

MSNE(OK) = —
( ) ni O'(Z)K(ui)

(28)
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| Datascreening (e.g. outliers detection, etc.) |

v v
Point Watershed
support data support data
I T
v v v

Point support Include Include
semivariogram pollution pollution
model hotspot hotspot

¥

v ‘

Point support
semivariogram
model of
residuals

Point support Point support
semivariogram semivariogram
model by inverse || model of residuals

model by inverse model
(Asin Fig. 4) (Asin Fig. 4)

=| OK

OKED RK

TK TKED RTK

A 4

Performance comparison by
Cross-Validation statistics

v

Choose the model with minimum RMSE

Water quality data prediction and uncertainty evaluation

at non-sampled location

Fig. 5. Flowchart of the process followed to develop this research. (OK = Ordinary kriging, OKED = Ordinary kriging with external drift, RK = Regression kriging, TK = Topological kriging,
TKED = Topological kriging with external drift, RTK = Regression topological kriging, RMSE = Root Mean Square Error).
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The one held to be most suitable is the root mean square error
(RMSE), according to Hyndman and Koehler (2006), which is defined
as:

RMSE(OK) = |3~ (2o ()= 2(w) (29

Although notations for Egs. (27)-(29) are for OK, the same statistics
can be calculated for all methods. ME should be zero for an unbiased es-
timator (any form of kriging is unbiased by construction), and MSNE
should be close to one if the evaluation of the uncertainty by the estima-
tion variance is correct. The RMSE is always positive, and in general, the
estimator with the lowest RMSE is preferable.

In practice, the cross-validation results can be used to estimate the
semivariogram parameters. Thus the range is estimated as the value
that minimizes the RMSE; and the variance (which has no influence
on the RMSE).

The best MSNE value is equal to one (Hyndman and Koehler, 2006.).
Hence,

n . N ) 2 n o3 R . 2
MsE(ri) = 1 3 ) _ZWI) §- (Zlt) “200)_ (30
nig O1ik = ooy ()
and
n * ) — . 2
oif — 3 L) =2 ). Y
i=1 am(u,-)

where 07% is the variance, whereas 0%, (u;) is the estimation variance re-
lated with Zix(u;) by using a unit variance and an estimated range in
order to minimize the RMSE.

3. Results and discussion
3.1. Cross-validation results

The charts shown in Figs. 6A and 6B display the cross-validation es-
timation results for selected water-quality variables, along with the pre-
dicted values for each of the seven methods considered (i.e., simple
mean, RK, OK and OKED, TK, TKED, and RTK), in accordance with their
respective measure units. The mean observed values are given for
each of the 10 sampling stations along the Santiago River during the
dry seasons, from 2009 to 2013.

Moreover, Fig. 7 summarizes the comparison between the RMSE cal-
culated for all variables, using a spot-light color range, highlighting the
lowest RMSE value in bold type.

The results of the MSNE cross-validation statistic can be consulted in
Appendix B. The best MSNE value is equal to one. For the kriging
methods, the MSNE is exactly one by construction, because the variance
of the semivariogram is estimated in such a way (see Egs. (30) and (31).
On the other hand, for the regression methods the value is smaller than
one. However, the latter results are not bad because it is in the safe side,
with an estimated error variance larger than the true error variance.

3.2. Spatial prediction

Finally, each water quality parameter was predicted at 10 km-
interval segments along the entire Santiago River profile. Confidence
bounds of the estimation are included in order to identify the main
gaps in information, considering the assessed error range of the predic-
tions, which would also help optimize the monitoring network for
water quality parameter values along the main watercourse of the
basin. Four predicted variables (EC, P*, COD, and Cl~) are shown in
Fig. 8. The dashed lines parallel (£) to the water-quality estimation

curves (for methods TK, TKED, and RTK) indicate the confidence range
defined for the prediction location, according to the square root of the
obtained variance (i.e. & the RMSE). When values below zero were ob-
tained through the interpolation process, the lower limit of the confi-
dence bounds was defined as zero, as it is meaningless to present
estimated pollution concentration by means of negative values. In the
case of COD, due to the logarithmic scale chosen in y-axes, confidence
bounds defined as zero appear as blanks.

Additionally, Appendix C contains an example of the final map of P
concentration, which has been estimated by RTK method, along predic-
tion points of the Santiago River.

The cross-validation statistical error calculations (Fig. 7) indicate
that the TK approach, and its combination with regression kriging
(RTK), by far surpass the other approaches. TK and RTK are closer to
the observed values than the rest of the prediction methodologies for
most (79%) of the variables assessed in this paper, with 39% (TK), 36%
(RTK) and 4% (TKED) of the total, respectively. Accordingly, TK and
RTK are positively the best predicting methods for wastewater dis-
charge occurrences (both industrial and urban wastewaters). This is
clearest for the most common variables (COD, BODs, P, EC, CI~. NH3,
MBAS, TDS, SOz 2, SS, TSS, turbidity, alkalinity, Fe, Zn, or F~) associated
with water contamination, particularly with regard to nitrogen com-
pounds, phosphates, and oxygen demand, the leading water quality
variables monitored in rivers worldwide. In some other outstanding
cases, such as hardness, TK is significantly (five times) better than OK
(Fig. 7).

In certain cases, such as the variables MBAS, TDS, O,, EC, BODs, COD,
and Nitrogen and Sulphide compounds, TK tends to underestimate the
values at the station located in the lower basin area, around La Yesca hy-
dropower dam (sampling station No. 10, in Fig. 8). This may be due to
the relatively great size of the support area for that sampling station.
The sampling points located downstream carry larger sub-basin surface
(and catchment) areas, which implies a greater dilution effect of the
measured variables. The rainfall increasing in the lower part of the wa-
tershed might also contribute to this dilution effect. Although overall
the predictions are more accurate using TK and RTK, both O, and S™
(which are two important variables for describing water quality in riv-
ers) seem to be better estimated by simple RK than via the other estima-
tors. As affirmed by Chang (2008), spatial regression models are more
accurate in explaining water quality variations than other models, a
fact corroborated by the current results.

In the specific case of O, and sulfides, the RK surpasses OK in accura-
cy, and its linear regression was not strongly correlated with the up-
stream hotspot location.

Some other water quality variables (e.g. FC, TC, pH, Fe) are estimated
more accurately by RK and OK, rather than by TK, TKED, or RTK (about
18% of the total). This might be attributed to the lack of correlation be-
tween watershed area changes along the river channel, and concentra-
tion changing for these variables.

Similarly, T is ~80% more accurate when estimated by RTK as op-
posed to OK, accomplishing a precision in prediction of 0.74 °C (Fig. 8).

It is remarkable that concentrations of coliform bacteria (FC and TC)
show important changes along the Santiago River. The fact that differ-
ences of several orders of magnitude were detected between sampling
stations for TC and FC makes it even more difficult to estimate them
properly by means of any prediction interpolation model (Fig. 7).
There is no apparent association with the pollution hotspots (as an ex-
ternal drift or spatial regression), and/or the expected dilution due to
the watershed catchment area increasing downstream (topologically).
The best interpolation method for these variables seems to be RK, de-
spite a considerably high value for RMSE, many times the value of the
maximum permissible limit for in river waters around most of the
world (e.g. 41000 MPN/100 ml).

The basin-size difference, in terms of supporting area dimensions
between sampling stations 6 and 7 (Fig. 3), could be linked to dilution
processes making water quality prediction by TK very inaccurate (Fig.
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Fig. 6A. Cross-validation results, for each of the six estimation methods assessed, for the variables related to wastewater discharges. (OK = Ordinary kriging, RK = Regression kriging,
OKED = Ordinary kriging with external drift, TK = Topological kriging, TKED = Topological kriging with external drift, RTK = Regression topological kriging).

6A and B), most of the assessed models estimation failed at that seg-
ment of the river.

The pH is the only variable predicted better by OK along the Santiago
River, and it shows only slight variations. In the case of the variable in-
dicative of “fat and oils” (F&0) content, that is related to urban and in-
dustrial process wastewaters (Williams et al., 2012), it reflects no
correlation with the identified pollution hotspots, nor with the water-
shed catchment area increasing downstream. Because the behavior of
F&O0 concentrations is erratic, the best estimator would be the simple
mean (Fig. 7).

According to the above results, enhanced water quality assessment
along the Santiago River would call for improved monitoring, maybe
by relocating some sampling stations and densifying the monitoring
(spatially and temporally). A lower number of sampling stations could

be installed in the lower zone, given that confidence ranges show a rel-
atively smaller uncertainty in this area (Fig. 8). On the other hand, for
most of the predicted variables of the watershed, in the upper zone
(close to Chapala Lake and downstream El Ahogado - Fig. 1) there is a
greater need of increasing the data collected in situ. The latter is sup-
ported by the fact that stations 6 and 7 register a significant increase
in chemical oxygen demand concentrations.

Efforts were made to improve the performance of the proposed ap-
proach by using the pollution hotspots as external drift. However, it was
found that the pollution hotspots location only improve predictions if it
is considered in the regression model. Although the Agua Prieta zone lo-
cation has been considered as a wastewater pollution hotspot (Fig. 1), as
well as the EI Ahogado stream confluence with the Santiago River, it is
important to note that there are further punctual discharge sources in
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the surrounding area, for instance in the northern zone of Guadalajara
city. Since 2012 the Mexican government has built two wastewater
treatment plants (WTP), located precisely downstream from the El
Ahogado and the Agua Prieta streams. These WTP have capacity to
treat 2.3 m>/s and 8.5 m>/s, respectively. Yet until of December 2013,
there were no clear signs of water pollution diminishing for most of
the indicator parameters downstream (except for MBAS, F&O and tur-
bidity). Possibly, a certain part of a given urban wastewaters discharge
flow is not entering to the primary sewer WTP. It possible represents
an indicative of diffuse pollution as second contamination cause,
which have not been considered in this first approach, and deserves fur-
ther research.

As samples in the current monitoring are taken at the main river
channel exclusively, the dataset would not seem to be the most

appropriate, whereas TK is most advantageous for dendritic structures
with neighboring catchments. Yet, in the current study, upstream catch-
ments are given less weight mainly because of their smaller size and
larger distance to the downstream sections, which is similar to OK. On
the other hand, results show that TK outperforms OK for this dataset,
which underlines the benefits of TK even for such restricted data. There-
fore, predictions might improve substantially if data from tributaries
were included, and it would illustrate more clearly the advantages of
TK method approach. It definitely deserves further research.

The prediction locations represent the mean water quality estima-
tion for a specific variable, taking into consideration its basin as a
supporting area (Fig. 8). Therefore, the predicted value is only valid
and representative at that one particular stretch along the Santiago
River.
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Fig. 7. Comparison of statistics for the calculated RMSE of the 28 selected water quality variables, derived from Cross-Validation results (RK = Regression kriging; OK = Ordinary kriging;
OKED = Ordinary kriging with external drift, TK = Topological kriging, TKED = Topological kriging with external drift, RTK = Regression topological kriging).

4. Conclusions validation results, the Top-kriging (TK) method offers a more accurate
water quality prediction than the others (including Ordinary Kriging)
In this paper, a methodological approach for water quality estima- for many of the measured parameters along the Santiago River, in

tion in rivers has been introduced and tested. According to the cross- Mexico. Most remarkable are the cases of quality variables closely
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Fig. 8. Spatial prediction of four selected water quality variables, at 10 km-interval segments along the Santiago River profile.
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involved with wastewater discharge. Consequently, spatial regression
models, addressing the nested basin and its surface area, explain more
adequately water quality dynamics.

In order to predict water quality in large rivers, the TK, and its com-
bination with regression estimators (i.e. RTK), shows the highest effi-
ciency for estimation of many variables, achieving higher accuracy
than OK and greater precision than simple regression, OKED, or the sim-
ple mean. Notwithstanding, one size does not fit all: no single method
for water quality prediction can be held up as the best in all settings.
Key aspects to be taken into account are the natural characteristics of
the studied area, the variables of interest, and the available monitoring
data.

There is a need to properly process available data, and to fully exploit
it by means of a reasonable application of adequate interpolation
methods. The persistent goals are to improve monitoring and water
quality assessment, to infer the water quality in non-sampled sites,
and most importantly, to refine monitoring strategies. The approach
presented here can be applied effectively in the case of large river sys-
tems where detailed topographic information is available, and where
the foremost localized wastewater discharge has been previously iden-
tified; such is the case of the Santiago River in Mexico.

Incorporating watershed extension and spatial regression throws
new light on the quality variable dynamics of the Santiago River. Future
water quality management in the Santiago River Watershed should
therefore accommodate recommendations for optimizing water quality
monitoring, by considering the spatial correlations between pollution
hotspots location and sub-basin areas of the sampling points, in addition
to regarding the key quality parameters. The contamination hotspot lo-
cation, however, does not appear to be significant for most variables.
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