GeoDMA — A software for geographical pattern recognition
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Abstract

This work presents a novel software for pattern recognition applied to geographical and remote sensing data. GeoDMA
stands for Geographical Data Mining Analyst, and is a free software designed to include data mining techniques to aid
domain-experts in the detection of land cover and land use patterns in geographical databases. For this purpose, GeoDMA
includes spatial and spectral features extraction, visual data analysis and supervised and unsupervised classification
algorithms. GeoDMA has already been applied to detect intra-urban classes of land cover and to detect patterns of
deforestation in the Brazilian Amazon.
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1. Introduction

In this paper we describe a novel software for remote
sensing image analysis based on data mining techniques,
called Geographical Data Mining Analyst — GeoDMA. It
has been developed by the Image Processing Division at
INPE (Brazil’s National Institute for Space Research).

Tools for easy data manipulation and pattern recogni-
tion are useful in many remote sensing applications, like
urban planning or deforestation detection. The increas-
ingly amount of remote sensing data brings the urgent
need of computational tools to deal with it. GeoDMA is a
data mining software designed to be as generic as possible.
Its intent is to detect patterns in geographical information
databases. The system provides a flexible and friendly
Graphical User Interface — GUI, as shown in Figure 1.

2. Mining geographical data

GeoDMA was built to work with different types of re-
mote sensing data, like satellite images or cadastral data.
When the user provides an image, it is segmented into a
set of regions, and they are classified based on spectral and
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Figure 1: GeoDMA’s GUI, Classification tab. Green area contains
data mining steps, Blue area shows the available object features, and
the Red area describes the functions to be applied into the data.

spatial features. Haralick and Shapiro [1] have established
that a good segmentation should separate the image into
simple regions with homogeneous behavior. It must rep-
resent commonly found targets in images, like roofs [2],
streets [3] and trees in the urban context. In agricultural
[4] and forest applications [5], the regions shall be related
to crops and deforested areas, respectively.

Two techniques for image segmentation are available in
GeoDMA. The first one is the region growing algorithm,
based on [6]. The second algorithm is based on [7], in
which the average image objects size must be free adapt-
able to the scale of interest. If the user provides cadastral
data, it is possible to classify using different features, in-
cluding topological and contextual relations. The system

July 22, 2010



Image Shape Celluiar
DB DB DB

—

A

A

Segmentation | | Features Extraction H Training

| GeoD MA

l—’l Classification

Samples
DB

Features Visualization

Figure 2: GeoDMA'’s framework. From the database with images or
objects, GeoDMA is able to perform feature extraction, training for
supervised classification and visualization of the results.

works with landscape metrics as well, gathering cellular
spaces with raster or vector information. Figure 2 shows
GeoDMA’s framework.

Miller et al. related four main data mining steps,
namely background, preprocessing, data mining and
knowledge construction [8]. Such steps must be flexible
and iterative, to improve the overall accuracy of every
analysis. According to Takatsuka and Gahegan [9], the
lack of a single package to support and integrate these
steps over geographical information represents a notice-
able bottleneck.

However, GeoDMA includes such steps. Preprocessing
includes data selection, cleaning and reduction, searching
for outliers and redundant data. With feature space visu-
alization, it is possible to see data correlation and choose
a set of features for best classification. Visualization sup-
ports data preprocessing, selection of data mining tasks
and techniques [10]. Using the training tool, the domain-
expert assigns representative data samples to each interest
class.

Classification involves mapping data into specific cate-
gories whose cardinality is fewer than the number of data
objects [8]. The Self-Organizing Maps algorithm [11],
available in GeoDMA, has the ability to group or typ-
ify automatically data according to different properties
[12]. Supervised algorithms uses a priori knowledge cre-
ated in the training step. It has been proved that experts
often feel more at ease providing samples than developing
rigid model-based preference rules. GeoDMA incorporates
two supervised algorithms, namely the structural classifier
C4.5 [13], which uses a decision tree to split the data into
different classes, and the Artificial Neural Networks, using
the McCulloch-Pitts model [14].

3. Conclusions

Openshaw [15] stated that the development of geo-
graphical data mining tools are a major research theme.
Han et al. stated that data mining and exploratory uses
of information hold much promise [16]. In this scenario we
presented GeoDMA, a free software developed to perform
data mining analysis with geographical data.

Further research includes the implementation of mul-
titemporal analysis, combining several periods in a time
series. Within this approach we believe it is possible to
infer automatically about land use and land cover changes
occurred in the space.
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