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Introduction

One of the important motivations for improvements on GIScience research is the increased availability of large sets of geospatial data that provide both spatial and temporal information. Such data sets include remote sensing databases, urban cadastral systems, and data for mobile devices. Given this availability of data, GIScience researchers are challenged to devise ways to use it effectively. One of the important scientific challenges is to devise a general theory for spatial patterns of change. Such patterns appear in remote sensing data (land changes) and in urban cadastre (changes in parcels and roads), but there is currently no comprehensive theory on how they evolve and on how to recover their history.

This paper has the following structure. In section 2 we present related work. Section 3 describes a domain specific theory of change using description and evolution rules. The topic of section 4 is the generalization by analogy and a general theory of change applied to a case study. In section 5 we will summarize our work.
Related work

In this section, we consider previous work on models for evolving objects and introduce the challenges in describing the evolution of geospatial objects. Evolving objects are typical of cadastral and land change applications. Computational models for describing such objects are also referred to as lifeline models. Lifeline models use three ideas: identity, life, and genealogy. Identity is the characteristic that distinguishes each object during all its life. Life is the time period from the object’s creation until its elimination. Genealogy implies managing the changes that an object has during its life. Hornsby and Egenhofer (2000) stress the need to preserve an object’s identity when its geometry, topology, or attributes change, a view supported by Grenon and Smith (2003). Consider the case of parcels in an urban cadastre. A parcel can change its owner, be merged with another, or split into two. A possible approach is to describe an object’s history based on operations such as creation, splitting and merging (Hornsby and Egenhofer, 2000; Medak, 2001). However, these authors are not concerned with extracting the evolution rules from the objects themselves. They also only consider objects of a single type. In this paper, we consider objects of different types and we provide ways to extract their evolution rules.

In this paper, we deal with evolving objects. We deal with cases where the simple rules of merging and splitting are not enough to describe their evolution. These situations arise when objects are defined not only by their shape and properties, but also by their type. Consider the case of riverbanks. Definition of what is ‘the river’ and what is ‘the land’ changes over the seasons. When a river expands during the wet season, the part of the land that is flooded will be split and merged with the river. The object that matches the flooded area will change its type and properties. In the dry season, this object may become land once again. In this evolution, expansions and contractions produce junctions and splitting which are type-dependent. In this and similar cases, recording the history of changes needs keeping track of type-dependent cases. This requires a higher-level of semantics above that of the basic operations of creation, splitting and merging. We shall refer to those objects as typed evolving objects. This raises the question we explore in this paper: “How can we deal with spatiotemporal objects whose evolution is type-dependent?”
Case-based reasoning can be used to choose description and evolution rules for a domain specific theory of change as described by Mota et al. (2009). We propose to use analogical reasoning as introduced by Schwering et al. (2008) to generalize domain specific rules to extent them to a general theory of change.

As an example we will use land change objects in Brazilian Amazonia. 

Domain Specific Theory of Change (by Giovana)

This section presents a statement of knowledge considering the description and the evolution rules of a case study in the Brazilian Amazon. This case study uses as an application domain the government planned rural settlement in Vale do Anari municipality in the state of Rondônia (FIGURE XX). This settlement was established by INCRA (Colonization and Land Reform National Institute) in 1982, with lots size of around 50 ha.
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FIGURE XX - Location of the study area (Source: SILVA et al. 2008).
Considering this application domain, it is necessary to figure out the agents of deforestation and the spatial patterns they produce. We need to assess the role and the spatial organization of the different agents involved in land change. Extensive fieldwork points out that the different agents involved in land use change (small-scale farmers, large plantations, cattle ranchers) can be distinguished by their different spatial patterns of land use. These patterns evolve in time: new small settlements emerge and large farms increase their agricultural area at the expense of the forest. Farmers also buy land from small settlers to increase their property for large-scale agriculture and extensive cattle ranching.
To define the spatial patterns and their interactions we use description and evolution rules. The description rules describe the spatial attributes of objects in their environment and the evolution rules describe the outcome of spatial operations between the objects. After setting up the description rules, the next step is defining the evolution rules that will make up the history of the object.
TABLE XX shows the deforestation patterns used to define the description rules used in this work (MOTA et al. 2009 and SILVA et al. 2008). It includes object types, their geometric attributes and their spatial relations.
TABLE XX – XX (Source: XX)
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Using TABLE XX, MOTA et al. 2009 and SILVA et al. 2008 define description rules of the domain specific case study as follows:

DR1. “A geometric spatial pattern is an object of type land concentration”.

DR2. “An irregularly shaped pattern that touches a road is an object of type along road occupation”.

DR3. “An irregular spatial pattern doesn’t touch a road is an object of type small lot”.

DR4. “A linear spatial pattern that touches a road is an object of type along road occupation”.
DR5. “A linear spatial pattern that doesn’t touch a road is an object of type small lot”.
Using the evolution rules we can record the history of an object. These rules depend on the object´s type as well as its adjacency relation with the other objects. MOTA et al. 2009 and SILVA et al. 2008 proposed the evolution rules as follows:
ER1 – “Two adjacent land concentration objects are merged and the new object is a land concentration”.

ER2 – “An object of type along road occupation is not merged with other objects”.

ER3 – “Two adjacent small lot objects are merged and the new object produced is a small lot”.

ER4 – “A small lot with area < 50 ha adjacent to a land concentration object is

merged with it and the result is a land concentration object”.

ER5 – “A small lot with area >= 50ha and adjacent to a land concentration object is not merged with other object.”

…
4. Towards a General Theory of Change
4.1 Generalization via Analogical Comparison

Analogy making is a highly sophisticated process of comparing two conceptualizations - a source and a target - for common structural patterns (Gentner & Toupin, 1986; Holyoak & Koh, 1987). In analogies, source and target are typically of different domains and therefore hardly share any superficial similarities (Gentner, 1989). The purpose of an analogy is to find the corresponding elements and structural patterns in both domains to establish a mapping between them. Based on the alignment, knowledge about one domain can be transferred to the other domain.

Heuristic-Driven Theory Projection (HDTP) is a syntactic framework to compute an analogical relation between source and target (Gust et al., 2006; Schwering et al., 2009): The source and the target domain are formalized as theories based on first-order logic. In our running example, the source domain contains knowledge about land change objects in Amazonia and the target domain contains knowledge about political changes in Brazil in historic times. An analogy is established by aligning elements of the source with analogous elements of the target domain. In the mapping phase, source and target are compared for structural commonalities. 

[image: image3.wmf]domain description rules

and

domain evolution rules

source 

domain

domain description rules

and

domain evolution rules

target 

domain

general description rules

and

general evolution rules

generalization

substitution

anti

-

instance

substitution

anti

-

instance

knowledge about land 

change objects in 

Amazonia

knowledge about 

political changes in 

Brazil in historic time


Figure 1: Architecture of HDTP.

HDTP uses anti-unification to identify common patterns in the source and target domain. Anti-Unification (Krumnack et al., 2007; Plotkin, 1970) is the process of comparing two formulae and identifying the most specific generalization subsuming both formulae. We use anti-unification to compare the source theory with the target theory and construct a common, general theory which possibly subsumes many common structures of the source and the target domain. Figure 1 gives several examples for anti-unification.
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Figure 1: Anti-unification compares two formulae and creates the least general generalization.

Formulae are generalized to an anti-instance where differing constants are replaced by a variable. In (a), the formula differs with respect to the second argument which is replaced by the variable X in the generalization. The formulae in (b) differs w.r.t. the function symbols. While first-order anti-unification fails to detect commonalities when function symbols differ, higher-order anti-unification generalizes function symbols to a variable and retains the structural commonality. In example (c), an expression with logical operators is generalized. Since the logical operator ∧ is commutative, the first and the second term are switched to get a possibly simple generalization. The generalization with its substitutions specifies the analogical relation between source and target.
4.2 Generalization Across Two Domains (Applied to a Case Study)
…
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